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Abstract. The absence of agreed definitions and metrics for superd@mBAS obscures meaningful discussion of the issues
involved and hinders their solution. This paper seeks ttefas common basis for communication about supercompute&, RA
by proposing a system state model, definitions, and measmtsmThese are modeled after the SEMI-E10 [1] specification
which is widely used in the semiconductor manufacturingisidy.

1 Impetus

The needs for standardized terminology and metrics forregpgputer RAS begins with the procurement process, as tfba/be
guotation excellently summarizes:

“prevailing procurement practices are ... a lengthy anéaswe undertaking both for the government and for partic-
ipating vendors. Thus any technically valid methodologied can standardize or streamline this process will résult
greater value to the federally-funded centers, and greafaortunity to focus on the real problems involved in depigy
and utilizing one of these large systems.” [2]

Appendix A provides several examples of “numerous genexadwiare and software specifications” [2] from the procunetsie
of several modern systems. While there are clearly comnsaressbeing communicated, the language used is far fromstensi
Sites struggle to describe their reliability needs, andieesistrive to translate these descriptions into capagslihey can deliver
to multiple customers. Another example is provided by tRiseept:

“The system must be reliable... It is important to define wh@tmean by reliable. We do not mean high availability...
Reliability in this context means that a large parallel jabming for many hours has a high probability of successfully
completing. It is measured by the mean time between jobr&sluNote that the system can undergo a failure that does
not lead to loss of a job without affecting reliability - th&simportant to developing reliability enhancement sgas.

A related requirement would be that if the system undergdadwae that is local, only jobs using that local resource
are affected. This kind of aspect of reliability we also caBiliency. Note that a system can have very high avaitgbili
and not be reliable for our purposes. It is, by contrast kehfi that a system that has low availability could have high
reliability.” [3]

Standardized terms and measurements for supercomputewi?s8eamline the procurement process.

Once a system is operational, even a simple phrase like ydters is up” can have very different meanings between who is
speaking, who is hearing, and what system is being describeggorizing the type and impact of undesired system susnt
similarly unclear - for example: is intermittent responsani an 1/0 node an interrupt or a failure, how can its effecusars
measured, etc? In both operational and design review, iffisudt to have meaningful discussions due to inability gree on
terminology. Making complex supercomputers reliable ffialilt even with clear communication, but unclear commatimn
further complicates the process and delays progress. &tdindd terms and measurements will facilitate practiogrbvements
in RAS performance.

Not all sites track RAS data for their supercomputer(s),@mparing data from those sites who do requires carefubwevi
of their definitions and calculations. For example, both I$ERand LLNL do an excellent job at tracking RAS data (NERSC
data is public ahttp://www.nersc.gov/nusers/status/AvailStats/ , LLNL provided extensive data to me upon
request) - matching words and metric names are used, butitdtear if the definitions and calculations also match dyact
Accurate RAS performance comparisons between these sipgssible via very careful review, but standardization ld@ase
this process and benefit the high-performance computin@€jldBmmunity as a whole.

All systems reach a point where it is more cost-effectiveetplace them than to continue to operate them. The religbilit
availability, serviceability, utilization, cost effeginess, (etc) of existing systems are compared to what carobared - in most
cases without clear terminology or quantitative metriassfther. And so the cycle continues.

** Sandia is a multiprogram laboratory operated by Sandia @atipn, a Lockheed Martin Company, for the United Statepddenent of
Energy under Contract DE-AC04-94AL85000.



It is not uncommon for users of supercomputers to expressrétions regarding system reliability - even when the obst
their systems ranges in the tens of millions of dollars. Aateliquantitative assessment of supercomputer RAS peafarens
arguably impossible without agreed-upon definitions andsueements - their lack is extremely expensive in time,refénd
money. In response to similar needs for standardizatieseimiconductor manufacturing industry has developedS3pecifica-
tion for Definition and Measurement of Equipment Reliapil&vailability, and Maintainability” (SEMI-E10 [1]). Theemainder
of this document is largely modelkdfter that Specification, and proposes a standardizedrsysttee model, definitions, and
measurements for supercomputer RAS.

2 System State Model

It would take an incredibly dense state diagram to visualzéhe possible states a supercomputer and its workloadezeh.
Navigating this diagram during system debugging is at ldishidating, and can feel humorously hopeless at worst:

“A computer is in one of two situations. It is either known te Ibad or it is in an unknown state.”
— Mike Levine (PSC)

Clear definitions of equipment states are a prerequisitedorate RAS measurements; this document defines six batés atito
which all equipment conditions and periods of time must(fsdle Figure 1).

Fig. 1. Hierarchy of Equipment States (basic states in gray)
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Boldfaceis used below for words defined in section 3.

2.1 PRODUCTIVE STATE
The time (productive time) when atem is performing computations on behalf of at least one pradoaiser, for example:

— (thesystemis) executingobs for one or more production users
— (thenodeis) executing gob for a production user

If an item is in a productive state, but is providing only a useful stilisentended functions, it is said to be operating in a
degraded-servicemode.

2.2 STANDBY STATE

The time (standby time) when an itemagailable to production users, but not in a productive state due to leadkconditions,
for example:

— nojobsin batch queue
— jobsin batch queue require mon@desthan are currently in standby state, or are delayed due toequeority configuration

! Guidance was provided at Sandia’s 2004 CSI External Revibaisrelevant lessons and practices from the manufactumigigstry be
leveraged to improve supercomputer RAS.



2.3 ENGINEERING STATE

The time (engineering time) when #&em is available to system engineering users, for example:

— system software engineering and qualification (e.g. opeyal/stem software, batch system software, etc)
— hardware engineering and evaluation (e.g. involving diffé hardware settings or configurations, rewnponents etc)
— process engineering (e.g. refining of support processdsasubooting, shutdown, problem isolation, etc)

2.4 SCHEDULED DOWNTIME STATE

The time (scheduled downtime) whenitem is notavailable due to planned events, for example:

— preventative maintenance

— hardware or software upgrades

— system verification (testing in order to verify that it is &ifioning properly)

— maintenance delay - time waiting for maintenance persam@rts (maintenance delay may also be due to an administrat
decision to postpone maintenance)

— facilities related (power, cooling, etc)

2.5 UNSCHEDULED DOWNTIME STATE

The time (unscheduled downtime) whenitem is notavailable due to unplanned events, for example:

— repair (including time spent for diagnosis, correctiveé@ttand verification of repair)
— maintenance delay
— facilities related (power, cooling, etc)

2.6 NON-SCHEDULED STATE

The time (non-scheduled time) when &em is not scheduled to be utilized by production or system esgiimg users, for
example:

— initial installation
— rebuilds and upgrades which are beyond the scope of schiediotentime
— holidays during which the item is not expected to be openatio

2.7 State Hierarchy

Time spent in the six basic equipment states is hierardfiioedanized as follows (see Figure 1):

TOTAL TIME all time (at the rate of 24hrs/day, 7 days/week) during theéodebeing measured. In order to have a valid
representation of total time, all six basic equipment statest be accurately accounted for.

OPERATIONS TIME total time minus non-scheduled time.

UPTIME time when aritem is available; the sum of engineering and production time.

DOWNTIME time when aritem is notavailable; the sum of scheduled and unscheduled downtime.

PRODUCTION TIME ? the time when aitem is available to production users; the sum of productive and standby time.

3 Definitions

This section proposes standardized definitions of termshwaie commonly used, but not commonly agreed upon. Great ef-
fort has been made to utilize established definitions wlegrpassible. Only those terms deemed necessary are givesu{to
referenced dictionaries for more information).

2 “Production time” herein is analogous to “manufacturingel in SEMI-E10.



3.1 RAS Terminology

Reliability the probability that an itefwill function without failure under stated conditions fospecified amount of time [4].
“Stated conditions” indicates prerequisite conditionteexal to the item being considered. For example, a statediton
for a supercomputer might be that power and cooling must aidadle - thus a failure of the power or cooling systems would
not be considered a failure of the supercomputer itself.

Availability the fraction of a time period that an item is in a condition &rfprm its intended function upon demand [1]
(“available” indicates that an item is in this condition); availabilis/often expressed as a probability [4].

Serviceability 4 the probability that an item will be retained in, or restoteda condition to perform its intended function within
a specified period of time [1].

Maintenance the act of sustaining an item in or restoring it to a condit@merform its intended function [1], usually during
scheduled time.

Repair the act of restoring an item to a condition to perform itsmuted function.

Utilization the percentage of a time period that an item actually peratsrintended function [1].

System Downtime Eventa detectable occurrence significant to the system whichesatito transition from an uptime state to
a downtime state (states are defined in section 2), regardi@ghy the transition is made (e.g. scheduled downtimeesys
failure, administrative decision, etc) [1].

3.2 Foundational Terminology

Supercomputer any of the group of computers that have the fastest proaggspieeds available at a given time [4]. Generally
speaking, the intended function of a supercomputer is tokéjuperform computations for users.

System a collection of components organized to accomplish a spefifiction or set of functions [4]. When dealing with a
specific supercomputer, “the system” means “the (majoffigommponents of the) supercomputer” - for example, a site may
not consider “the system” to be in a production status untitast 95% of it'snodes(defined below) are in a production
status.

Component one of the parts that make up a system. A component may be asraw software and may be subdivided into
other components. [4]

Item an all-inclusive term to denote any level of unit, includsygtem and component [4].

Processa set of interrelated or interacting activities which tfanss inputs into outputs [5].

Event any occurrence which affects the state of an item [4].

Interrupt the suspension of a process to handle an event external ppdbess [4]. See section 3.3 for specific types of super-
computer interrupts.

Failure the termination of the ability of an item to perform a reqdifenction [4]. External corrective action is required irder
to restore thability of an item to perform a required function, e.g. manual repegair, or replacement.

— Failures regard items, interrupts regard work (being penf@d by the items).
— It is important to categorize interrupts and failures in veathat facilitate the resolution of problems and improveraite
system performance. Effective application of this spedifio requires agreement on such categorization.

Fault an accidental condition that causes an item to fail to perfits required function [4].

Degraded-servicelf an item is in a productive state, but is providing only afussubset of intended functions (rather than the
full set), it is said to be operating in a degraded-servicden&or example, a 1000-node system which is providing oddy 5
productive nodes may be described as operating in a degssteite mode.

3.3 Supercomputer Terminology

Job auser-defined unit of work that is to be accomplished by a caenp4]. For a job processed by a batch system, the following
distinct stages are defined:

1. submission- a request is made for fast computation.
2. wait - delay may occur until sufficient resources are availabléutfill the request, including consideration of queuing
priorities.

% The use of the term “item” intentionally allows for the calipn of reliability for individual components or for thgystem as a whole.
Similarly for other uses of the term “item” in this document.

4 Serviceability (widely used in the supercomputer HPC comityliis herein defined as an exact synonym for the decadkteah “main-
tainability” (widely used in engineering and manufactgrid,1]). Perhaps “maintainability” is not used in the HP@nrounity in order to
avoid an acronym conflict with Random Access Memory (RAM)?



3. shell-execution- resources are allocated to fulfill request, a shell is ieehkand scripted commands may take place such as
data preprocessing.

4. application-execution- computations are performed

5. cleanup- resources are made available for other requests, opijosatipted commands such as post-processing, delivery
of results, and notification of job completion.

Jobs not processed by a batch system generally only cofisistapplication-execution stage. An “active job” is a jobigbhis
in shell-execution, application-execution, or cleangss.

Job Kill the expected interruption of an active job.

Job Interrupt ( I;,5) the unexpected interruption of an active job.

System Interrupt (Isystem) the unexpected interruption of all active jobs.

System Failure (Fsystem) an unscheduled event requiring thla¢ systenenter a downtime status befoaey componentnay
transition into a productive status (e.g. the system mustpaired before new jobs can execute).

Service Interrupt (Iservice) @ny event that disrupts full service to users, includingesystransitions out of production or engi-
neering status, or any drop below a promised number of caanmmdes [6]. For example, from the perspective of production
users, any time the system is not capable of running a jobdsizthe intended function of the system) is a service inperr

Component Failure the failure of a component for any reason other than desigisfld], which may or may not result in a job
or system interrupt, or system failure.

Node a hardware component consisting of one or mM&@®Us and capable of communicating with other nodes in oaler t
perform parallel computations.

Nodehour © a unit of work equal to one node computing for one hour.

Wallclock Time regular time as displayed on a wallclock.

Production Nodehours the sum of all time on all nodes in production state (see 8e@i7), e.g. commonly estimated as
production time (in hours) times the total number of nodeth@system.

Productive Nodehours the sum of all time on all nodes in a productive state (seei@e2tl), e.g. job duration times job size
(the number of nodes the job utilized).

Field Replaceable Unit (FRU) 7 a hardware component that can be easily replaced in the fipld [

4 Measurements

“In the history of science and technology, it is clear thaigyess can be strongly correlated with the availability of
gquantitative data. ... The substitution of arm waving angehlyas been a major contributor to the tragedies in the ffeld..

(7]

Quantitative understanding of performance is a prereiguist continual performance improvements ([5] sectiorf(g}).
Motivations to collect metrics can vary widely; the objees of this document are:

1. to work towards the identification of those metrics which @uly useful in improving RAS performance, and

2. to facilitate effective communication about RAS perfame (enabling clear requirements, accurate systems Cisops,
etc).

Because scale (number of nodes) is a principal feature @frsamputers, it is useful to define metrics based on walkdimce
(denoted herein by “T”) and nodehour time (denoted hereifiN3y. All references to “time” or “nodehours” in below equahs
are cumulative over the period of calculation, e.g. “prdauctime” below means the sum of all wallclock hours spenain
production state during the period of time being considered

Rigorous tracking of RAS events (e.g. node status tramstib interrupts, etc) is a prerequisite for quantitatinderstand-
ing of RAS performance. Tracking methods are beyond theesobthis document.

® “Nodehours” is a commonly used term and is thus used her@weler, the use of “processor-hours” may be justified inesystcontaining
more than one CPU.

6 “nodehour” is used instead of “node-hour” in order to avaitbéguity in equations.

" FRU herein is analogous to consumables in SEMI-E10.



4.1 Reliability

Reliability is often [8] calculated aB(t) = e~** where\ = m is theconstanffailure rate (uses an exponential random vari-
able model). I am not confident that supercomputer failuiesrare constant, and therefore do not use this model faulatifeg
reliability. Similarly for rates of repair in the calculati of serviceability. This document proposes standaridizadf low-level
metrics only - selection of appropriate models (e.g. Poisandom variable?) for high-level metrics is left for fugwork.

Careful classification of events (e.g. interrupt versukifa) and their scope of impact (e.g. job versus system) lesab
clear communication about system reliability. Readersea@uraged to review these distinctions and consider finaatical
relevance.

Only uptime is included in reliability calculations (dovimie is included in availability calculations). Furtherrepthe below
metrics focus on production time - similar metrics focusaedeagineering time may be appropriate for some systemsdeeg.
System Production and Engineering Availability in Sectio).

Mean Time and Nodehours Between Job Interrupts It is very common for users to form estimates (and expectajiof
how often they experience interrupts. It is also common hewéor these reports to vary widely. This metric conveystthree
between such undesirable events.
MTBIJ p = production time
ob =

number of jobinterrupts

Inconsistent reports can result if this metric is (incotiy@cestimated using uptime pertaining to only a subset bkjm
the numerator rather than system-wide uptime. For exanapleser who runs ten one-hour jobs of which five interrupt, may
erroneously report that/TBI; = 2 hours/interrupt (=10 hours / 5 job interrupts). The truth may however be thasé
were the only interrupts experienced on the system overtivel&ys of service, thus yielding/ T BI; = 24 hours/interrupt
(=5*24/5). Comparison of system-wid&/ T B1 ., as above to a subs@fT BI;,, (e.g. per-user or per-application) may be
useful towards identifying factors correlated with intepts.

A key weakness oM T BI;,, however, is that it doesot convey any information about ttemount of workwhich can be
accomplished. A metric based on computational work (noded)as more informational:

___ productive nodehours
MNBIJOZ’ " number of jobinterrupts

M N B, provides insight into how much computational work can beeet@d to complete without interrupt, and may be
useful to users in estimating the job size and duration mkstylto complete. A plot ofM T BI;,, as a function of job size
would be useful - and an informational accompaniment toiegfibn scaling efficiency plots.

Contour plots of the probability of jobs completing withaaterrupt (with job size and duration as horizontal andicatt
axes respectively) may also be useful (e.g. aggregatingkaion the system over a period of time).

Mean Time and Nodehours Between Node FailuredNode failures (e.g. including events requiring rebootaigmr replace-
ment of nodes) are a common cause of job interrupts - thegicmednvey the average time and productive work betweesethe
events.

_ production time
MTBFNOde  number of node failures

___productive nodehours
MNBFNOde " number of node failures

Mean Time and Nodehours Between System FailureSystem failures (e.g. including necessary unscheduladrayeboots)
are a primary undesirable event to nearly everyone (and @isistently evident in Appendix A). These metrics convey th
average amount of time and productive work between such®ven

_ production time
MTBFSyStem T number of system failures

_ productive nodehours
MNBFSyStem " number of system failures

Mean Time and Nodehours Between Service InterruptsService interrupts are of principal concern to users - tmestics
convey the average time and productive work between suaft®vEhey are aggregate metrics, affected by both schedulegd
unscheduled service interrupts.

R production time
MTBIS@TWC@ " number of service interrupts

o productive nodehours
MNBIS&TUZCE ~ number of service interrupts



4.2  Availability

Total System Availability (%) This calculation measures the percentage of a time peraidth system was available. The key
feature of this metric is the use of total time (all statesthia denominator - for many users what matterthat the system be
available, notvhyit was not.

Total Availabilitysysiem (%) = _uptime_ 1))

total time

Scheduled System Availability (%) This calculation measures how fully uptime expectatioeswaet during a time period. The
key feature of this metric is that quantitative expectagierist (e.g. uptime and downtime schedules are set at thiertieg of
the time period).

Scheduled Availabilitysysiem (%) = uptime—downtime 1)

scheduled uptime

System Production and Engineering Availability (%) For systems having both significant engineering and praotugiur-
poses, separate measurements of time spent fulfilling eauttibon may be useful (systems without such dual-purposes a
sufficiently served by Total System Availability above).

Production Availabilitysysiem (%) = % x 100

engineelring z‘iime % 100
operations time

Engineering Availabilitysystem (%) =

4.3 Serviceability

Calculation of these metrics on an overall system basis Baseer failure type basis is useful towards quantitativeerstanding
of the practical impact of each failure type. Again, thisuiegs the establishment of failure categories and accoeateding of
events.

Mean Time To Repair This calculation is intended to reflect the average amoutit it takes to recover from a failure.

MTTR = unscheduled downtime

number of failures

Mean Nodehours To Repair This calculation measures the average computationatyaloitit per failure. Example usage of this
metric would be to measure the scope of impact of failure eswehich cause portions of compute nodes to become unaleilab
rather than the entire system.

_ unscheduled downtime nodehours
MNTR = number of failures

Mean time to Boot SystemWallclock time to boot the complete system is a useful m¢@jicwhose importance increases with
the number of times the system must be booted (e.g. the nurhbgstem failure events requiring a system reboot).

_ sumof wallclock time booting the system
J\/[TTBSyStem - number of boot events

4.4 Utilization

Total System Utilization This calculation is intended to reflect overall productidifization of the system. Because it uses total
time in the denominator, it is a meaningful aggregate oéltwlity, availability, and serviceability.

Total Utilizationsysiem (%) = % x 100

Production Time System Utilization (%) This calculation measures the percentage of a system'&ablaicomputational
ability that was actually utilized. This isot a RAS metrie it is entirely a function of workload and queuing configumat- but
is included here for completeness.

productive nodehours 100

Production Time Utilizationsystem(%) = P roductionnodchours



5 Implementation

This document is intentionally platform-independent -deks to foster effective communication about supercompRAesS.
There are however multiple characteristics of Linux whicé well aligned with this objective, and thus suggest it a®adg
candidate as an implementation platform:

— Linux is increasingly present in supercomputers (increglgibecoming a standard).

— Linux culture has strong aspects of cost-effectivenessaed, standardized implementations.

— Multiple packages are available which collect and presetaittd system statistics from large sets of Linux nodes. (e.
Ganglia, Supermon).

Beyond the adoption of agreed-upon terminology, the falhgware needed towards practical implementation of thisiduemt:

1. The intended function(s) of the system and their time priigns must be clearly enumerated. For example, what kgxact
the intended balance of the system being considered fouptimh use, system-development use, etc?

2. Interrupt and failure modes must be clearly categoriretljding their scope of impact. Key to this effort is keegpin mind
“from who'’s perspective did this fail/etc?” Categorizatibierarchies should be enumerated so that new (or rare)sven
be accurately accounted for. Sharing of such categorizaigrarchies and policies will benefit the HPC community.

3. Low-level statistics must be meaningfully aggregatéad ingh-level metrics appropriate for inter-system andrigite com-
parison.

6 Conclusions

Itis easy for supercomputer users and administrators te tieep understanding of each other’s frustrations regardimability,
availability, and serviceability (RAS), but effective taboration towards improvement is hindered by the lack afidardized
terminology and measurements. This lack also increasesotteof supercomputers in all phases (design, procurerpeta-
tion, and retirement). Supercomputers today are compigeresive, and relied upon - each in increasing measureifiSart
improvements in system RAS are a prerequisite for sustaioegputation by future even larger and complex supercomgpute
RAS concepts are well understood in other industries an¢iih@ community would be wise to leverage these investments
to improve supercomputer RAS. This document is largely rfextiafter the SEMI-E10 semiconductor manufacturing SENIGE
specification, and proposes a standardized system stat rdefinitions, and measurements for supercomputer RAS.
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A Procurement Specification Excerpts

A.1 Sandia National Laboratories

“An Investigation into Reliability, Availability, and Seiceability (RAS) Features for Massively Parallel ProcgsSystems” by
Kelly and Ogden [10] provides additional RAS details on Sai8ystems.



Red Storm [11]

“There shall not be any single-point of failure that can eaassystem interrupt for high failure rate components such as
power supplies, processors, compute nodes, 3-D mesh pronarmunications network, or disks. It is acceptable for the
application executing on a failed processor or node to fatilthen this happens applications executing on other pétteo
system shall not fail.”

(regarding nodes responsible for booting the system) “&khell be an automatic fail over mechanism to prevent arsyste
interrupt due to the loss of a boot node.”

“Mean time between Interrupt (MTBI) for full system shall gesater than 50 hours for continuous operation of the full
system on a single application code. This means that theyfstem must be able to run continuously on an applicatiorgusi
the full system for 50 hours without any hardware componaihiifes or system software failures that cause an inteoupt
failure of the application code.”

“MTBI for the full system, as determined by the need to rebtbetsystem, shall be greater than 100 hours of continuous
operation. This means that the system will be continuoyséyational for 100 hours with at least 99% of the system nessu
available and all disk storage accessible.”

“FRU (Field Replaceable Units) failures shall be able to b&ethhined, isolated, and routed around without system- shut
down.”

ICC (Linux cluster) [12]

(TAC3) “Each cluster shall be up and processing applicatmminimum of 90% of the (test) wall clock time.”

(TAC4) “Each cluster will be shutdown at least twice and reied during this evaluation period. One test will be a corgple
power down condition. Each cluster must be production remitlyin one hour following return of power. Reboot of the
cluster from shutdown without power loss shall be less tlamBiutes. Production ready clusters must have at least $5% o
nodes available to run applications within these time Brhit

(HAM7) “Management of each cluster must have less than lgp¢impact on the performance or reliability of the cluster.
(HAM15) “The clusters must be designed to prevent a singietfd failure. It is acceptable for an application using eefd
component to fail, but this failure should not effect apalions executing on other parts of the cluster that haveailetf”

“the key criteria for measuring reliability is Mean Time Beten Interrupts (MTBI) of an application. System availiil

or percentage of the time the system is "up", is of secondappitance. In fact, it is possible to have a machine with high
availability that is not useful for Sandia’s problems besmils MTBI is too short.”

(SPM1) “The Mean Time Between Interrupt (MTBI) for a singjgpéication running on one-half of the entire system shall
be greater than 48 hours of continuous operation.”

(SPM2) “The MTBI for the entire system, as defined by the needtboot the system, shall be greater than 336 hours of
continuous operation.”

(POML1) “Each cluster shall provide a simple accounting aitation tracking facility capable of supporting a suliption
process.”

(CMD11) “Each cluster should support comprehensive moinigoof the state of its components and provide real time
notification of equipment malfunction (e.g., loss of nod#s,system down, etc.).”

A.2 Lawrence Livermore National Laboratories

ASC Purple [13]

“User app spanning 80% of the SMPs will complete a run withhextrresults that utilizes 200hrs of system+user CPU time
in at most 240 wall clock hours without human interventiosetlapp spanning 30% will complete 200hrs in 220 wall clock
hours w/o human intervention.”

“System hw and sw will execute 100 hour capability jobs (jekercising at least 90% of the computational capabilityhef t
system) to successful completion 95% of the time. If apfibeetermination due to system errors can be masked by atitoma
system initiated parallel checkpoint/restart, then sadluifes will not count against successful application ctatipn. That

is, if the system can automatically take periodic applaratheckpoints and upon failure due to system errors autcatigit
restart without human intervention, then these interarsito application progress do not constitute failure of@plieation

to successfully complete.”

“Over any 4 week period, the system will have an effectiveriegel of at least 95%. Effectiveness level is computed as th
average of period effectiveness levels. ... Period effenBss level is computed as University operational userimiéplied

by max [0,(p-2d)/p] divided by the period wall clock time. \&fe p is the number of CPUs in the system and d is the number
disabled.”

“SMP or node or fru failures will be determined by suppliedgtiostic utils, isolated, and routed around w/o system-shut
down.”
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“Failure of a single component such as cpu, single smp, @lesicomm. channel will not cause the full system to become
unavailable.”

... "the SMPs will be able to tolerate failures through gfatdegradation of performance where the degradation ipqato
tional to the number of FRUs actually failing.”

Thunder (Linux Cluster) [14]

(TR-1) “nodes will be mechanically designed so that congatetde disassembly and reassembly can be accomplished in les
than 20 minutes by a trained technician.”

(MTBF) “The Offeror will provide the MTBF calculation for ea FRU and node type. The Offeror will use these statistics
to calculate the MTBF for the provided aggregate Thundesteluhardware. This calculation will be performed using a
recognized standard. Examples of such standards are Miitandard (Mil Std) 756, Reliability Modeling and Predfict,
which can be found in Military Handbook 217F, and the Sum atd®ethod outlined in Bellcore Technical Reference
Manual 332. In the absence of relevant technical infornmatidhe proposal, the University will be forced to make pedsiic
reliability, availability, and serviceability assumpti®in evaluating the proposal.”

A.3 Los Alamos National Laboratories

Q[10]

“Hot swap of FRU”

“Node failures shall be determined, isolated, and routedrad w/o system shutdown. Reconfig system around failed node
for continued operation from a network workstation.”

“Failure of a single component such as single node, disk,oomm. channel shall not cause the full system to become
unavailable.”

“Soft memory component failure in user memory shall not eathe node to fail.”

A.4 National Oceanic and Atmospheric Administration (NOAA)

Excerpts from Request for Proposal Number DG1330-05-RP-1¥B [15]

“Downtime - That period of time when all of an HPCS componemskload cannot be accomplished due to a malfunction
in the Contractor-maintained HPCS hardware or softwaresh@n the HPCS or a component of the HPCS is released to the
Contractor for maintenance.”

“Degraded Mode - System operation at less than normal clityahie to the loss of hardware or software components on
that system.”

“Null Time - The period of time when the workload cannot be@oplished due to environmental failure at a Government
furnished Site, such as loss of electric power or coolingeoovery from environmental failure.”

“Operational Use Time - The time during which equipment igiable to the Government, exclusive of preventative main-
tenance time, remedial maintenance time, or Contractesezamachine failure.”

“Availability - The availability level of a computer, compent, or device is a percentage figure determined by divitting
operational use time by the difference between wallcloekraurl time.”

“Downtime (as defined in Section C.13, Appendix D) will be dgethe determination of the actual System Life Throughput.
Periods of Remedial and Preventive Maintenance count aatifoe. Null time will not be counted as downtime.”

“Availability shall be determined by computing the ratio total computation processor hours available for execution
R&D jobs to the total computation processor hours each mattiuding Null Time. The time a computation processor
is available for execution is determined by subtractingcpssor downtime from wall clock time. Spare processors ean b
included in the computation pool to reduce downtime. Howegdawvntime accumulates until the spare processors are made
available for job execution.”

“System Life Throughput (SLT) - A measure of performance awdilability delivered for all instances of a given work-
stream. See Section C.6.1.2 for more information.”
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